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1. Introduction

Geographic information systems (GIS) are collection, storage, analysis and graphical visualization of spatial data systems and related information on the representation of the object. Data in geographic information systems are stored as a set of thematic layers combined based on their geographic location.

Cartographic data are characterized by high cost of work on its acquisition, in addition, they may contain sensitive information, such as information about the location of new mineral deposits. Therefore, the task of protecting the cartographic data is relevant.

2. Preparation of test environment

The basic functionality of GIS software of major manufacturers almost the same, but enhanced one can vary greatly. A comparison of the most common user-type GIS such as ArcGIS, Mapinfo and QGIS was made. Because of free, open source code, and therefore availability to any user, sufficiently powerful functionality and compatibility with object-relational database management systems, GIS QGIS has been selected for the work.

Databases are particularly popular because of database management systems (DBMS) that implement relational data model. Three major open source database have been considered: SQLite, MySQL, PostgreSQL. PostgreSQL differs from other DBMS because it supports object-oriented and / or relational database approach, also it most closely corresponds to ANSI/ISO SQL standards. Parallelism in PostgreSQL is not achieved by blocking read operations, but through implementation of MultiVersion Concurrency Control (MVCC). It is very easy to expand its procedures, which are called stored procedures. These features simplify the use of constantly repeated operations. That’s why PostgreSQL DBMS has been chosen for this work.

Test database represented by the map of the Russian Federation has been chosen for this work. The data in the open geodata set presented in layers, in vector format. The data is in a geographic coordinate system WGS84, no projection.

3. DBMS setup. Software module development

QGIS and opened in it cartographic Shapefile are installed. DBMS PostgreSQL with PostGIS extension is installed.

First of all it’s necessary to transfer data from QGIS to PostgreSQL. In order to do that Open Database Connectivity driver was used for connecting to PostgreSQL Server. Using database manager tool data from QGIS imported to database.

While working with PostgreSQL there is a need to backup database, restore the database from backup, monitor the status of the server. For this purposes such utilities as pg_dump, pg_restore, pg_ctl were used.
PostgreSQL provides the ability to encrypt data at different levels, which helps to protect data from unauthorized access. Encryption can be used to protect sensitive data such as the location of new deposits, and other financial information. In this paper, and have been used only some of the available encryption mechanisms in the PostgreSQL database.

The project is based on the encryption of certain table columns. Connected pgcrypto module allows to encrypt certain fields and optionally to compress them. In this work fields of geometry type enclosing a location and contours of objects get encrypted, because these fields are the most valuable in the database. The user is given the decryption key with which the data can be decrypted to work on them. Table with encrypted field geom is stored on server in case of decryption, or with a field of type geom that you want to encrypt.

One of the key problems is the choice of encryption algorithm. Three options were considered: aes128, aes192 и aes256. To evaluate the performance of the work with these algorithms were carried out experimental measurements of encryption time of 100,000 cells of the field geom from the table highway-line from test database.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Encryption time (sec.)</th>
<th>Decryption time (sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>aes128</td>
<td>170</td>
<td>136,4</td>
</tr>
<tr>
<td>aes192</td>
<td>259</td>
<td>165,4</td>
</tr>
<tr>
<td>aes256</td>
<td>296</td>
<td>194</td>
</tr>
</tbody>
</table>

Algorithm aes128 currently provides a sufficiently strong encryption while showing high performance, that’s why this algorithm has been used in this work.

C# programming language, Windows Forms technology and Visual Studio IDE are used to develop software.

In this software Task Parallel Library (TPL) has been used to organize parallel work. The principle of tasks parallelism is applied. Encryption of column of the table is performed by dividing the main task to several subtasks and their parallel execution.

While developing the software packet processing concept was used.

To test the speed of parallel data encryption / decryption program was launched on the computing cluster node. The first 2000000 cells of the field geom from highway-line table were selected as the test data. 10,000 cells is the amount of the task package.
Table 2 – Measurement results of module’s work time on cluster node

<table>
<thead>
<tr>
<th>Processing speed on cluster node (Intel Xeon E5 2640 2.7GHz, 128Gb ram, mech HDD)</th>
<th>encrypt(sec.)</th>
<th>decrypt(sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12 threads with 10000 cells per packet</td>
<td>454</td>
<td>468</td>
</tr>
<tr>
<td>8 threads with 10000 cells per packet</td>
<td>587</td>
<td>573</td>
</tr>
<tr>
<td>4 threads with 10000 cells per packet</td>
<td>944</td>
<td>907</td>
</tr>
<tr>
<td>2 threads with 10000 cells per packet</td>
<td>1549</td>
<td>1536</td>
</tr>
<tr>
<td>1 thread without packet processing</td>
<td>2336</td>
<td>2265</td>
</tr>
</tbody>
</table>

Usage of parallel technologies increases processing speed up to 5 times in the case of 12 cores against the work on a single core. But during the working process the loading of CPU cores of cluster node is 60% in the case of 12 streams processing. Insufficient speed of the cluster node disk subsystem may be the reason of lower performance growth. In order to check this suggestion, software module was launched on home PC with solid-state drive applying the same testing data.

Table 3 - Measurement results of module’s work time on home PC with solid-state drive

<table>
<thead>
<tr>
<th>Processing speed on home PC (Core i5 3570 4,16GHz, 8 Gb ram DDR3 1384, SSD Plextor m6s)</th>
<th>encrypt(sec.)</th>
<th>decrypt(sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 threads with 10000 cells per packet</td>
<td>432</td>
<td>447</td>
</tr>
<tr>
<td>2 threads with 10000 cells per packet</td>
<td>836</td>
<td>746</td>
</tr>
<tr>
<td>1 thread without packet processing</td>
<td>1584</td>
<td>1493</td>
</tr>
</tbody>
</table>

The data obtained by measuring performance using configuration with solid-state drive has shown almost fold increase of performance depending on the number of processor cores that exceed performance cluster node under similar conditions.

**Conclusion**

Acquired experimental data shows that at the current stage of development of processor power so-called "bottleneck" in the parallel processing large amounts of data is likely to be a computer disk subsystem. However, this problem can be solved by using high-speed solid-state drives (SSD) or using server's RAM as a disk drive (ramdisk technology).
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